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Abstract—Scalable router, as an effective way to rapidly improve the performance of routers, has received increasingly attention from both academe and industry. However, the routing lookup in scalable routers is different from that in traditional routers and lack of research. In this paper, we present the first systematic study on this topic. We first discuss routing lookup in scalable routers and provide a performance analysis framework for routing lookup delay based on queueing theory. Furthermore, we provide four different routing lookup schemes (Source Oblivious Routing, Hop-by-hop Oblivious Routing, Source Adaptive Routing and Hop-by-hop Adaptive Routing) and analyze their average delays and overheads under the framework. Finally we provide simulation results.

I. INTRODUCTION

There is an urgent demand to build high-capacity routers with high scalability, throughput guarantees, and no packet reordering. However, traditional routers based on crossbar suffer from the centralized scheduling and centralized structure, which prevent them from scaling to fast line rates and high port numbers. Scalable router seems a promising way to rapidly improve the performance, especially the capacity, of routers. In scalable routers, there are many routing nodes (RNs). Packets are injected into one of these RNs, then forwarded to the correct destination RN and finally sent to the correct output port on that RN. In the paper we use the term scalable router although many other terms are also used in the literature, such as distributed router, cluster-based router or distributed routing fabric.

There are already plenty of studies on scalable router, which can be further divided into the following areas: model and architecture [1]-[6], underlying topology [7]-[11], forwarding [12]-[14] and operating system [15]-[16]. There are also paradigms in the industry, for instance, CISCO’s CRS-I [17] and AVICI TSR [18]. Readers of interests can refer to [19] for a comprehensive survey.

However, routing lookup in scalable routers is still an open problem and its characteristics still remain unclear. For tradition crossbar routers, we only need to look up the output port for the destination IP-address and then put the packet into the corresponding VOQ. However, in scalable routers, after obtaining the output port, we still need to forward the packet to the RN with the correct output port through inner routing. How to do the lookup of inner routing and what is the corresponding performance has not been studied before.

In this paper, we present the first systematic study on routing lookup in scalable routers. We first provide an overview of routing lookup in scalable routers. Based on queueing theory, we then present a performance analysis framework. Using this framework, we can do performance analysis for different lookup schemes on different topologies. In order to reveal the power of the framework, we provide four different lookup schemes and then analyze their performances with this framework.

Our contribution in this paper is two fold: First, we present the framework for performance analysis of routing lookup schemes in scalable routers. To the best of our knowledge, this is the first systematic study on this issue. Second, we provide four different routing lookup schemes and analyze their performance. These four schemes are suitable for different situations and we provide a thorough study in Section V.

The rest of the paper is organized as follows. We briefly discuss the related work in the next section. In Section III, we provide an overview of routing lookup in scalable routers. We then present the performance analysis framework in Section IV. In Section V we propose four different lookup schemes and analyze their performance. Section VI provides simulation results and Section VII concludes the paper.

II. RELATED WORK

W. J. Dally et. al. [12] study the throughput and average delay performance of k-ary n-cube interconnection network. Our work focuses on routing lookup schemes in scalable routers constructed with arbitrary topology. D. Liu et. al. [20] provide a simple performance study of three lookup schemes in scalable routers. However, they only consider the lookup of the output port and we consider the lookup of inner routing, which is essential for scalable routers and has not been studied before. There are also a lot of studies done on scalable routers. We omit them due to space limitation.

III. ROUTING LOOKUP IN SCALABLE ROUTER

Routing lookup in traditional crossbar-based router is done as follows: the destination IP address of the incoming packet is looked up in TCAM [21]-[24] to obtain the corresponding SRAM address for the correct output port. Then the packet is placed into the corresponding VOQ and finally sent to the right output port through switching. This lookup is single-step:
finding the correct output port. However, the situation is different in scalable routers. In this section, we will first describe scalable router and then focus on the routing lookup in scalable routers.

A. Scalable Router

Scalable router is the single-image router constructed by the connection of dependent routing nodes through a certain interconnection network [19]. The topology properties of the interconnection network are essential for the performance of the corresponding scalable router. Traditional topology includes Torus, k-ary n-cube [9], H-torus [8], fully-connected mesh. Recently, we propose a novel unidirectional direct interconnection topology, named P2i, for extra-high capacity routers. We further prove in [7] that the P2i topology is suitable for load-balanced architecture [25]-[30], which is a promising way to scale core routers to extra high capacities. We now use the depiction of a scalable router based on the P2i topology to provide a picturesque view and scalable routers based on other topologies are similar.

As illustrated in Fig. 1, in a scalable router constructed on P2i, the interconnection of routing nodes is as follows: for a P2i with $N \left(2^n + 1 \leq N \leq 2^n\right)$, where $n$ is a positive integer) RNs, for each node $i$, it is connected by $n$ unidirectional links to $j = (i + 2^k) \mod N, k = 0, 1, \ldots, n-1$. We denote the link connecting node $i$ to $i + 2^k$ by $k$-dim (the $k$-th dimension) link. Readers can refer to [7] for details. For each RN, there are inner links as well as input and output links. In order to perform switching at each RN, there exists a switching fabric, crossbar for instance. The data flow is shown in Fig. 2.

B. Routing Lookup in Scalable Routers

Now we focus on the routing lookup in scalable routers. In scalable router, since there are many RNs connected by an interconnection network, routing lookup is two-step: first, we should obtain the output port and the RN on which the output port is; second, we should obtain the inner output to the destination RN. The first steps are similar to traditional switching and the second one is similar to routing.

The basic structure of routing lookup is shown in Fig. 3. There are two different routing lookup engines: External Lookup Engine (ELE) for the destination RN and Port by looking up in the traditional route table; and Inner Lookup Engine (INE) for the inner route to the destination RN. Since ELE is similar to the lookup engine in current routers, in this paper we focus on INE.

IV. PERFORMANCE ANALYSIS FRAMEWORK

Up to this point, we have discussed routing lookup in scalable routers. In this section, we provide the formal performance analysis framework based on queueing theory [31] and discuss the solutions based on classic theory and recent research [32]-[35].

There are four major sources contributing to packet delay: external routing lookup, inner routing lookup, queueing and other necessary operations. External routing lookup has been studied in former studies including three schemes in [20]. In this paper we focus on the delay incurred by inner routing lookup, which has not been studied ever before.

The performance analysis framework for routing lookup delay is illustrated in Fig. 4. This framework is based on queueing theory, especially queueing network. The incoming packets will have been queued in several stages. It is worth noting that there exist fake queues with infinite service rate, which means the packet jumps over this stage of queues. In addition, this framework is also suitable for the analysis of external routing lookup.
This framework can be used in many perspectives. Here we list some most important ones:

1. Different arrival processes and serving processes are expressed in the nature of corresponding queue, e.g. M/M/1, M/D/1, M/G/1 and G/D/1.
2. The interconnection of queues between different queues stands for the traffic load, which is co-decided by traffic pattern, topology and routing algorithm.
3. The routing lookup scheme decides the corresponding service time distribution of each queue.

Now we discuss the solution under such a framework. It is obviously that product-form queueing network, e.g. M/M/1, can be easily solved. However, under other service process the traffic processes will not retain their statistical properties while traversing the queueing network. Although there are many sophisticated techniques developed for this obstacle, recent researches [32]-[35] show the possibility to greatly simplify the analysis. The main idea is that if internal nodes are serving many flows, we can remove these nodes from consideration and the queueing behavior of other network nodes remains largely the same. The work in [36] further validates this approximate method.

V. LOOKUP SCHEMES AND PERFORMANCE

As stated in Section III-B, inner routing lookup in scalable routers should obtain the route to the destination RN. This can be done at either the source RN or every RN on the route. The inner routing from the source RN to the destination RN can be done by oblivious routing, which is suitable for TCAM implementation, and adaptive routing, which has better global load balancing. According to these considerations, we provide four different lookup schemes and analyze their performances under the framework of Section IV.

A. Source Oblivious Routing Lookup

In Source Oblivious Routing (SOR) Lookup, the route to the destination RN is obtained at the source RN through the lookup in TCAM. It is well-known that the delay incurred by TCAM lookup is deterministic and independent of the entries number [21], so we denote this delay by \( \mu \). Since the queues are only at the source RN, scalable routers with SOR Lookup can be considered as a single queue\(^1\), as shown in Fig. 5.

![Fig. 5 Queueing Model for SOR Lookup](image)

Then we can employ the results of queueing theory to obtain the average delay. For Poisson arrival process with average arrival rate \( \lambda \) ( \( \rho = \lambda / \mu \) ), which is the M/D/1 queueing model, the average delay is

\[
T_{SOR} = \frac{(2 - \rho)}{2 \mu (1 - \rho)} \quad (1)
\]

---

1 Here we only consider symmetric situations where the traffic pattern and service process is identical for every RN.

If there are 2 RNs in the scalable router, then every RN should keep 2 route entries in the TCAM. The lookup result is the complete route to the destination RN, which we call label. If the average length of the route between two RNs is \( L \) and there are \( M \) ports on each RN, then the average length of a label is \( L \log_2 N \) because we need \( \lceil \log_2 N \rceil \) bits to denote a RN, where the \( \lceil \cdot \rceil \) is the ceiling function. We also need \( \lceil \log_2 M \rceil \) bits to denote the correct port on the destination RN. So the total storage is \( N L \lceil \log_2 N \rceil + \lceil \log_2 M \rceil \).

**Comments:** The most important advantage of SOR Lookup is low average delay. However, it needs hardware support (TCAM) and label management. Because the routing algorithm is oblivious, the performance under adversary traffic pattern can be fairly poor. So this scheme is suitable for the situation where delay is the main concern.

B. Hop-by-hop Oblivious Routing Lookup

Like the Internet, in Hop-by-hop Oblivious Routing (HOR) Lookup, every RN on the route only obtains the next-hop through lookup. So there are multi-stage queues, as shown in Fig. 6.

![Fig. 6 Queueing Model for THN lookup](image)

Using the approximate method developed in [32]-[36], we can obtain the average delay is

\[
T_{HOR} = \frac{L(2 - \rho)}{2 \mu (1 - \rho)} \quad (2)
\]

which is \( L \) times that of SOR Lookup.

Also, if there are 2 RNs in the scalable router, then every RN should keep 2 route entries in the TCAM. The lookup result is the next-hop, instead of the whole route to the destination RN. If the average node degree \( D \) the average length of a route is \( \lceil \log_2 (D-1) \rceil \) because we need \( \lceil \log_2 (D-1) \rceil \) bits to denote the next-hop port. We also need \( \lceil \log_2 M \rceil \) bits to denote the correct port on the destination RN. So the total storage is \( N (\log_2 (D-1) + \lceil \log_2 M \rceil) \), which is much smaller than that of SOR Lookup. For instance, in 2D-Torus with 256 RNs with 16 ports on each RN (4096 ports totally), the average length of the route between two RNs is \( L=16 \) and the node degree \( D=4 \), so for SOR Lookup, the storage overhead is \( N (\log_2 (D-1) + \lceil \log_2 M \rceil) = 16388 \) bits, but for HOR Lookup, the storage overhead is \( N \lceil \log_2 (D-1) \rceil + \lceil \log_2 M \rceil = 516 \) bits, which is only 3% of that in SOR Lookup.

**Comments:** The most important advantage of HOR Lookup is low storage and low management overhead. It average delay is larger than that of SOR and much smaller than that of adaptive routing implemented by software. Similar to SOR Lookup, the performance under adversary traffic pattern can be fairly poor. So this scheme is suitable for the situation where delay is the main concern and we need low storage and management overhead.

C. Source Adaptive Routing Lookup
Up to this point, we have considered the lookup schemes based on oblivious routing, which can be easily implemented by hardware. However, when traffic patterns are adversarial, the performance under oblivious routing can be fairly poor. In order to achieve global load balancing under arbitrary traffic patterns, we should deploy adaptive routing, which considers the load situation when routing. This is very difficult, if possible, to be implemented by hardware. So we have to do adaptive routing by software, which will considerably increase average delay. In this part we will consider Source Adaptive Routing (SAR) Lookup and discuss the Hop-by-hop Adaptive Routing (HAR) Lookup in the next part.

In SAR Lookup, the route to the destination RN is calculated at the source RN through routing algorithm. The queuing model is similar to Fig. 5. For generalized servicing distribution with mean \( \tau (\rho' = \lambda \tau) \) and variance \( \sigma' \), from classic queueing theory, we can obtain the average delay for M/G/1, M/D/1 and M/M/1 queues:

\[
T_{\text{SAR}} = \frac{\tau}{(1 - \rho')} \left[ 1 - \rho' \left( 1 - \frac{\sigma^2}{\tau^2} \right) \right] \quad (\text{M/G/1})
\]

\[
T_{\text{SAR}} = \frac{\tau}{(1 - \rho')} \left( 1 - \frac{\rho'}{2} \right) \quad (\text{M/D/1})
\]

\[
T_{\text{SAR}} = \frac{\tau}{(1 - \rho')} \quad (\text{M/M/1})
\]

Since the route is obtained through calculation instead of TCAM lookup, there is no storage overhead incurred by TCAM lookup. Nevertheless, we still need labels. If the average length of the route between two RNs is \( L \) and there are \( M \) ports on each RN, then the average length of a label is \( L \lceil \log_{2} N \rceil + \lceil \log_{2} M \rceil\).

**Comments:** The most important advantage of SAR Lookup, including HAR Lookup in the next part, is better global load-balancing and no hardware support. However, software-based lookup may incur much larger average delay. So this scheme is suitable for the situation where global load-balancing is demanded and large delay is acceptable.

**D. Hop-by-hop Adaptive Routing Lookup**

Similar to the difference between HOR Lookup and SOR Lookup, in HAR Lookup, the route is calculated per hop. The model is similar to Fig. 6. Using the approximate method developed in [32]-[36], we can obtain the average delays for exponential service time and constant service time both with mean \( \zeta (\rho'' = \lambda \zeta) \) are

\[
T_{\text{HAR}} = \frac{L \zeta}{(1 - \rho'')} \left( 1 - \rho'' \right) \quad (\text{M/D/1})
\]

\[
T_{\text{HAR}} = \frac{L \zeta}{(1 - \rho'')} \quad (\text{M/M/1})
\]

**Comments:** HAR Lookup needs least storage overhead and no label management. Also, it can achieve best global load-balancing. But its average delay is the highest.

---

2 High-speed hardware implementation can do one lookup in several nanoseconds, software may incur several milliseconds.

---

**E. Comparison**

The comparison of different schemes is in Table I.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Storage Overhead</th>
<th>Average Delay</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOR</td>
<td>NL \lceil \log_{2} N \rceil + \lceil \log_{2} M \rceil</td>
<td>( \frac{(2 - \rho)}{2 \mu(1 - \rho)} )</td>
<td>(M/D/1)</td>
</tr>
<tr>
<td>HOR</td>
<td>( \lceil \log_{2} D \rceil(1 - \rho') + \lceil \log_{2} M \rceil )</td>
<td>( \frac{L(2 - \rho)}{2 \mu(1 - \rho)} )</td>
<td>(M/D/1)</td>
</tr>
<tr>
<td>SAR</td>
<td>( \lceil \log_{2} N \rceil + \lceil \log_{2} M \rceil )</td>
<td>( \frac{\tau}{(1 - \rho)} \left( 1 - \frac{\sigma^2}{\tau^2} \right) )</td>
<td>(M/G/1)</td>
</tr>
<tr>
<td>HAR</td>
<td>( \lceil \log_{2} M \rceil )</td>
<td>( \frac{L \zeta}{(1 - \rho'')} \left( 1 - \rho'' \right) )</td>
<td>(M/D/1)</td>
</tr>
</tbody>
</table>

**VI. SIMULATION RESULTS**

In this section, we provide two kinds of results. Fig. 7 shows queue depth at each hop for P2i topology, from which we can see that the depth distributions trend the same. This validates the approximate method. Fig. 8 illustrates the storage overhead of all the four schemes on three different topologies: P2i, 2D-Torus and 3D-Torus. From the results we can see: first, storage overheads from largest to the least are SOR, HOR, SAR and HAR; second, under most circumstance, P2i needs less storage.

---

3 \( \approx \) means we use the approximate method.
In this paper, we present the first systematic study on this topic. We provide the performance analysis framework for routing lookup delay based on queuing theory and designed four different routing lookup schemes with performance analysis under the framework. We show that different scheme suits for different situation and because in scalable routers, delay is still the main concern, we favour the SOR Lookup.
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