Joint source-filter optimization for robust glottal source estimation in the presence of shimmer and jitter
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Abstract

We propose a glottal source estimation method robust to shimmer and jitter in the glottal flow. The proposed estimation method is based on a joint source-filter optimization technique. The glottal source is modeled by the Liljencrants-Fant (LF) model and the vocal tract filter is modeled by an autoregressive filter, which is common in the source-filter approach to speech production. The optimization estimates the parameters of the LF model, the amplitudes of the glottal flow in each pitch period, and the vocal tract filter coefficients so that the speech production model best describes the observed speech samples. Experiments with synthetic and real speech data show that the proposed estimation method is robust to different phonation types with varying shimmer and jitter characteristics.
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1. Introduction

Estimation of glottal flow from the acoustic speech signal can be useful for many potential applications, such as speech analysis, modeling, synthesis, coding, and speaker verification/identification, as well as for noninvasive diagnosis of voice disorders (Rosenberg, 1971; Plume et al., 1999; Strik, 1998; Moore et al., 2003; Airas & Alku, 2006). Although glottal flow can be assessed accurately through direct, invasive measures within specific scientific or diagnostic setups, in practice, it is usually estimated from a signal which is recorded noninvasively (Frohlich et al., 2001).

Voiced speech is typically modeled as the output of a linear time-invariant (LTI) filter with glottal flow at its input. Under such a model, it is straightforward to derive the glottal flow derivative from the output speech signal using glottal inverse filtering (Quatieri, 2001; Hess, 1983). In glottal inverse filtering, the vocal tract filter is first estimated from the output speech signal using linear prediction (LP) (Rabiner & Schafer, 2010), and then the output speech is filtered through the inverse of the estimated vocal tract filter to obtain an estimate of the glottal flow derivative. The main problem in glottal inverse filtering is that the estimate of the vocal tract filter is influenced by the glottal flow and, hence, may not be accurate. Pitch-synchronous LP (PSLP) is a more widely used approach for glottal inverse filtering for avoiding the effect of the harmonic structure of the speech spectrum on the LP analysis (Rabiner & Schafer, 2010). To avoid the influence of the glottal flow while estimating the vocal tract filter, a common approach is to perform LP analysis only during the closed phase, i.e. the period during which the glottis is closed and there is no glottal flow (Krishnamurthy & Childers, 1986). For example, Wong et al. presented a classical pitch synchronous closed phase co-
variance linear prediction algorithm (Wong et al., 1979). However, a sufficiently long closed phase is necessary for estimating the vocal tract filter accurately; unfortunately, this is not always the case, particularly for the speech of females and children due to the shorter glottal time periods. As an alternative, Alku (Alku, 1992) proposed a low-order FIR filter for modeling the glottal source and used it to eliminate its effect on the output speech and then performed a PSLP over the whole pitch period.

In natural speech production, there are more complex interactions between the glottal excitation and the vocal tract filter beyond what is represented by the simple LTI filtering assumption (Carre, 1981). For example, as pointed out by Miller (Miller, 1959), the coupling to the subglottal system causes appreciable damping of the formant oscillation during the open glottis interval. To capture the source-tract interaction, a common approach is to assume a model of glottal source and estimate the source and filter jointly. Almost all available glottal flow models are time domain models, such as the Rosenberg (Rosenberg, 1971), KLGLOT88 (Klatt & Klatt, 1990), Rosenberg++ (Veldhuis, 1998), Liljencrants-Fant (LF) (Fant & Lin, 1985) models; all of which have the capability of describing the glottal flow signal with sufficient temporal details. For example, in (Krishnamurthy, 1992) the glottal source is described using the LF model and the vocal tract is modeled as a pole-zero system with different sets of pole and zero locations in the closed phase (CP) and open phase (OP) to model the source-tract interaction. However, the estimates of the CPs and OPs from natural speech are not guaranteed to be always accurate, which may lead to wrong estimates of the LF model parameters. To reduce such error propagation due to wrong estimates of CP and OP, it is desirable to incorporate CP and OP estimation in the optimization
framework itself. Frohlich et al. (Frohlich et al., 2001) has presented a pitch-asynchronous simultaneous inverse filtering and model matching (SIM) method. A simplified LF model for the glottal source was incorporated within a discrete all-pole (DAP) modeling technique. The SIM method was proposed for a speech segment of ten pitch cycles, and it assumes that the amplitudes of the glottal flow derivatives in the ten cycles are constant (i.e., no shimmer); however, in practice, such an assumption does not hold often. Ding and Kasuya in (Ding et al., 1995) adopted a completely time-varying autoregressive with exogenous input (ARX) model for the vocal tract, and the KLGLOTT88 glottal source model acts as its source. A simulated annealing optimization was used to identify the ARX model parameters in a pitch-synchronous fashion. More recently, Fu et al. (Fu & Murphy, 2006) proposed a pitch-synchronous method for jointly estimating source and filter parameters using the LF model for glottal source. A Kalman filtering process was embedded in the joint optimization process for adaptively identifying the vocal tract parameters. In the pitch-synchronous method, Fu et al. considered signal segments between two consecutive glottal closure instants (GCIs) for analysis and assumed that the amplitudes of glottal flow derivative in both pitch cycles are identical; thus, the effect of shimmer was not directly incorporated in their optimization.

The shimmer and jitter (Yoshiyuki, 1982) in the glottal flow are two potential sources of perturbations in the parameters of the glottal flow waveform. Thus, the joint source-filter optimization should be formulated in a way to handle both shimmer and jitter. The amplitude of the glottal flow derivative signal can change from one pitch period to the next; this is known as shimmer. On the other hand, jitter occurs when the pitch period itself changes from one cycle to the next. Hence, the
assumption of a fixed amplitude of the glottal flow in every pitch cycle may not be realistic. Similarly, assumption of fixed pitch periods while analyzing multiple pitch cycles also may cause errors in glottal source estimation. Thus, the joint source-filter optimization should be formulated in a way to handle both shimmer and jitter.

In this work, we present a joint source-filter optimization approach for estimating glottal flow using the LF model of the glottal flow derivative where the effects of shimmer and jitter are explicitly tackled. The vocal-tract filter is modeled by an auto-regressive filter. In this optimization approach, the amplitudes of the glottal flow derivative in each pitch cycle are estimated along with glottal flow and vocal tract filter parameters. Experiments are conducted under a variety of shimmer and jitter conditions and the robustness of the proposed optimization method is demonstrated. The remainder of the paper begins with the details of the source and vocal tract filter models used in the proposed optimization framework.

2. Source-filter model of speech production

2.1. AR speech production model

The proposed optimization method is developed based on the auto-regressive (AR) speech production model. In the AR speech production model, the speech signal $x[n]$ is considered to be the output of an all-pole linear time-invariant (LTI) filter\(^1\) with input source signal $g[n]$ (Childers, 2000).

\(^1\)In this paper, we have used the LTI AR model for simplicity. However, it can be easily extended to the time-varying (TV) AR model using an approach similar to (Hall et al., 1983).
\[ x[n] = -\sum_{p=1}^{P} a_p x[n-p] + g[n], \]  

(1)

The input source signal \( g[n] \) is assumed to be the sum of the white gaussian noise \( w[n] \) and samples of glottal flow derivative signal\(^2 \) \( v_{T_0}[n] = v_{T_0}(nT_s) \), where \( v_{T_0}(t) \) is the continuous-time glottal flow derivative signal with period \( T_0 \), and \( T_s \) is the sampling frequency. We assume that, at the operating sampling frequency \( F_s = \frac{1}{T_s} \), the aliasing error due to sampling the non-bandlimited signal \( v_{T_0}(t) \) is minimal. There can be cycle-to-cycle variations in the amplitude of the glottal derivative (shimmer) as well as in the period \( T_0 \) itself (jitter). Moreover, depending on the voice type, the amount of the additive noise \( w[n] \) also changes. We incorporate all these effects in our proposed optimization framework.

### 2.2. Glottal flow derivative model

There are various models available for the glottal flow derivative waveform. We use the Liljencrants-Fant (LF) model in this paper because it provides a good fit for most of the commonly encountered glottal flow derivative waveform shapes and is flexible in its ability to match extreme phonations (Fant & Lin, 1985). The LF model is defined for continuous time glottal flow derivative signals as follows:

\(^2\)Since the speech production system is assumed to be LTI, the lip-radiation differentiator and the glottal flow \( u_{T_0}[n] \) can be combined to result in the glottal flow derivative signal as the input to the filter. When the system is TV, such an operation is still valid assuming the vocal tract is slowly-varying in vowels (Fu & Murphy, 2006).
v_{T_0}(t) = \begin{cases} 
E_0 e^{\alpha t} \sin(\omega_g t) & \text{if } 0 \leq t \leq t_e; \\
\frac{E_e}{\epsilon a} [e^{-\epsilon(t-t_e)} - e^{-\epsilon(t_e-t_c)}] & \text{if } t_e \leq t \leq t_c; \\
0 & \text{if } t_c \leq t \leq T_0. 
\end{cases}

(2)

The LF model over one pitch period is composed of two sections: an open phase with an exponentially growing sinusoid followed by a decaying exponential return phase. Along with the magnitude of the glottal closure excitation $E_e$, the LF model for glottal flow derivative can be specified with two sets of independent parameters, namely the direct synthesis parameters $\{E_0, \alpha, \omega_g, \epsilon\}$ and the timing parameters $\{t_p, t_e, t_a, t_c\}$ (Fant & Lin, 1985). In this paper, we choose to work with the timing parameters. Given the timing parameters, the direct synthesis parameters can be obtained with the following constraints:

\[ \begin{align*}
\int_0^{T_0} v_{T_0}(t) dt &= 0 \\
\omega_g &= \frac{\pi}{t_p} \\
\epsilon t_a &= 1 - e^{-\epsilon(t_e-t_c)} \\
E_e &= -E_0 e^{\alpha t_e} \sin(\omega_g t_e).
\end{align*} \]

(3)

As illustrated in Fig. 1, $t_p$, $t_e$, $t_c$ represent the instants of the maximum glottal flow, maximum negative value of the glottal flow derivative, and glottal closure, respectively; $t_a$ is the effective duration of the return phase.

3. **Joint source-filter optimization**

Let us denote the observed speech samples by $x[n], 0 \leq n \leq N-1$. Following eqn. (1), the observed samples can be modeled as follows:
Figure 1: A sample glottal flow derivative waveform of the LF model. The locations of glottal opening instant (GOI) and glottal closing instant (GCI) are also illustrated.

\[ x[n] = -\sum_{p=1}^{P} a_p x[n - p] + g[n], \quad P \leq n \leq N - 1 \]

where, \( g[n] = v[n] + w[n] \)

\[ = \sum_{k=0}^{K} \alpha_k v(\eta_{k+1} - \eta_k)T_s [n - \eta_k] + w[n]. \quad (4) \]

\( \alpha_k \) is the amplitude of the glottal flow derivative waveform in the \( k^{th} \) cycle and \( \eta_k \in \mathbb{Z}, \quad 0 \leq k \leq K \) are the glottal opening instants (GOIs). \( K \) GOIs appear during the observed signal segment. It is assumed that (Childers, 2000) \( w[n] \sim \mathcal{N}(0, \sigma^2), \quad \forall n \), i.e. zero-mean white Gaussian noise with variance \( \sigma^2 \). The glottal signal-to-noise ratio is \( \text{SNR}_g \triangleq 10 \log_{10} \left( \frac{\sum \alpha_k v^2[n]}{\sigma^2} \right) \). Note that according to the model in eqn. (4), \( \eta_k \) can take only integer values; hence, any real valued
GOIs cannot be modeled exactly using $\eta_k$. We assume that this modeling error has an insignificant effect on the accuracy of the glottal parameter estimates for large $F_s$.

The effect of shimmer and jitter is reflected in the values of $\alpha_k$ and $\eta_k$. When there is no shimmer, $\alpha_k = \text{constant} \forall k$. Similarly, when there is no jitter, $\eta_k + 1 - \eta_k = \text{constant} \forall k$.

Given the model of the observed speech signal samples as in eqn. (4), the goal of the joint source-filter optimization is to find $t_p$, $t_e$, $t_a$, $t_c$, $\{\alpha_k\}$, $\{\eta_k\}$, and $\{a_p\}$ such that the cost function $J \triangleq E \left[ w^2[n] \right] \approx \frac{1}{N-P+1} \sum_{n=P}^{N-1} w^2[n]$ is minimized. The cost function can be rewritten as follows:

\[
J = \frac{1}{N - P + 1} \sum_{n=P}^{N-1} w^2[n]
\]

\[
\propto \sum_{n=P}^{N-1} \left( x[n] + \sum_{p=1}^{P} a_p x[n - p] - v[n] \right)^2 \quad \text{[using eqn. (4)]}
\]

\[
= \sum_{n=P}^{n-1} \left( x[n] + \sum_{p=1}^{P} a_p x[n - p] - \alpha_0 v(\eta_1 - \eta_0) T_s [n - \eta_0] \right)^2
\]

\[
+ \sum_{k=1}^{K-1} \sum_{n=\eta_k}^{\eta_{k+1}-1} \left( x[n] + \sum_{p=1}^{P} a_p x[n - p] - \alpha_k v(\eta_{k+1} - \eta_k) T_s [n - \eta_k] \right)^2
\]

\[
+ \sum_{n=\eta_K}^{N-1} \left( x[n] + \sum_{p=1}^{P} a_p x[n - p] - \alpha_K v(\eta_{K+1} - \eta_K) T_s [n - \eta_K] \right)^2
\]

where the summation over $n$ has been split into $K + 1$ summations, one for each period of $v[n]$. 
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3.1. No jitter case

Let us consider, for simplicity, $\eta_{k+1} - \eta_k = \text{constant} = N_0$ (no jitter), $\forall k$, i.e. $\eta_k = \eta_0 + kN_0$. We will discuss later how we will handle the case $\eta_{k+1} - \eta_k \neq \text{constant}$. Let us also assume that $N_0$ is known or estimated from the observed signal and $P$ is known a-priori. Then the optimization problem becomes

$$\{t^*_p, t^*_e, t^*_a, t^*_c, \{\alpha^*_k\}_{k=0}^K, \eta^*_0, \{a^*_p\}_{p=1}^P\} = \arg \min_{t_p, t_e, t_a, t_c, \{\alpha_k\}, \eta_0, \{a_p\}} J$$

where,

$$J = \sum_{n=P}^{\eta_0 + N_0 - 1} \left( x[n] + \sum_{p=1}^{P} a_p x[n-p] - \alpha_0 v_{N_0} T_s [n - \eta_0] \right)^2$$

$$+ \sum_{k=1}^{K-1} \sum_{n=\eta_0 + kN_0}^{\eta_0 + (k+1)N_0 - 1} \left( x[n] + \sum_{p=1}^{P} a_p x[n-p] - \alpha_k v_{N_0} T_s [n - \eta_0 - kN_0] \right)^2$$

$$+ \sum_{n=\eta_0 + KN_0}^{N-1} \left( x[n] + \sum_{p=1}^{P} a_p x[n-p] - \alpha_K v_{N_0} T_s [n - \eta_0 - KN_0] \right)^2$$

(6)

Note that for a set of given values of $t_p$, $t_e$, $t_a$, $t_c$, and $\eta_0$, $J$ is a quadratic function of $\{\alpha_k\}$, $\{a_p\}$ and, thus, $\{\alpha^*_k\}$, $\{a^*_p\}$ can be directly obtained by setting $\frac{\partial J}{\partial a_r} = 0$, $r = 1, ..., P$ and $\frac{\partial J}{\partial \alpha_l} = 0$, $l = 0, ..., K$ and solving a set of $P + K + 1$ linear equations. $\frac{\partial J}{\partial a_r} = 0$, $r = 1, ..., P$ results in the following equations:
\[
\sum_{p=1}^{P} a_p \sum_{n=\eta_0}^{\eta_0+N_0-1} x[n-p] x[n-r] - \left[ \sum_{n=\eta_0}^{\eta_0+N_0-1} v_{N_0 T_s} [n - \eta_0] \right] \sum_{n=\eta_0}^{\eta_0+N_0-1} a_p v_{N_0 T_s} [n - \eta_0] x[n-r]
\]
\[
+ \sum_{k=1}^{K-1} \alpha_k \sum_{n=\eta_0+kN_0}^{\eta_0+(k+1)N_0-1} v_{N_0 T_s} [n - \eta_0 - kN_0] x[n-r]
\]
\[
+ \alpha_k \sum_{n=\eta_0+K N_0}^{\eta_0+(k+1)N_0} v_{N_0 T_s} [n - \eta_0 - kN_0] x[n-r] \right] = - \sum_{n=\eta_0}^{\eta_0+N_0-1} x[n] x[n-r]
\]

Similarly, \( \frac{\partial J}{\partial \alpha_0} = 0 \implies \]
\[
\sum_{p=1}^{P} a_p \sum_{n=\eta_0}^{\eta_0+N_0-1} x[n-p] v_{N_0 T_s} [n - \eta_0] - \alpha_0 \sum_{n=\eta_0}^{\eta_0+N_0-1} v_{N_0 T_s}^2 [n - \eta_0]
\]
\[
= - \sum_{n=\eta_0}^{\eta_0+N_0-1} x[n] v_{N_0 T_s} [n - \eta_0]
\]

\( \frac{\partial J}{\partial \alpha_l} = 0, \; l = 1, \ldots, K - 1 \implies \]
\[
\sum_{p=1}^{P} a_p \sum_{n=\eta_0+lN_0}^{\eta_0+(l+1)N_0-1} x[n-p] v_{N_0 T_s} [n - \eta_0 - lN_0]
\]
\[
- \alpha_l \sum_{n=\eta_0+lN_0}^{\eta_0+(l+1)N_0-1} v_{N_0 T_s}^2 [n - \eta_0 - lN_0] = - \sum_{n=\eta_0+lN_0}^{\eta_0+(l+1)N_0-1} x[n] v_{N_0 T_s} [n - \eta_0 - lN_0]
\]

and \( \frac{\partial J}{\partial \alpha_K} = 0 \implies \]
\[
\sum_{p=1}^{P} a_p \sum_{n=\eta_0+K N_0}^{\eta_0+KN_0-1} x[n-p] v_{N_0 T_s} [n - \eta_0 - K N_0]
\]
\[
- \alpha_K \sum_{n=\eta_0+K N_0}^{\eta_0+KN_0-1} v_{N_0 T_s}^2 [n - \eta_0 - K N_0] = - \sum_{n=\eta_0+K N_0}^{\eta_0+KN_0-1} x[n] v_{N_0 T_s} [n - \eta_0 - K N_0]
\]
Combining the set of linear equations of eqn. (7), (8), (9), and (10), we can write them in matrix vector form as follows:

\[ \mathbf{R} \mathbf{a} = \mathbf{p} \]  \hspace{1cm} (11)

where

\[
\mathbf{R} = \begin{pmatrix}
\mathbf{R}_1 & -\mathbf{R}_2 \\
-\mathbf{R}_2^T & \mathbf{R}_3
\end{pmatrix},
\]

where,

\[
\mathbf{R}_1 = \begin{pmatrix}
C_{xx}(1, 1) & \ldots & C_{xx}(P, 1) \\
\vdots & \ddots & \vdots \\
C_{xx}(1, P) & \ldots & C_{xx}(P, P)
\end{pmatrix},
\]

\[
\mathbf{R}_2 = \begin{pmatrix}
C_{v0}^0(\eta_0, 1) & C_{v0}^1(\eta_0 + N_0, 1) & \ldots & C_{v0}^{K+1}(\eta_0 + KN_0, 1) \\
\vdots & \vdots & \ddots & \vdots \\
C_{v0}^0(\eta_0, P) & C_{v0}^1(\eta_0 + N_0, P) & \ldots & C_{v0}^{K+1}(\eta_0 + KN_0, P)
\end{pmatrix},
\]

\[
\mathbf{R}_3 = \begin{pmatrix}
E_{v0}^0 & 0 & \ldots & 0 & 0 \\
0 & E_v & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & E_v & 0 \\
0 & 0 & \ldots & 0 & E_v^{k+1}
\end{pmatrix},
\]
linear prediction (Rabiner & Schafer, 2010).

To estimate $t_p$, $t_e$, $t_a$, $t_c$, $\eta_0$, we perform a combinatorial search assuming that $t_p$, $t_e$, $t_a$, $t_c$ and $-\eta_0 \in \{nT_s; 0 \leq n \leq (N_0 - 1)\}$. We find that such
discrete approximation leads to small error if the best (closest) discrete time-index is selected for the corresponding original continuous parameter for most of the voice types. Considering all possible values of \( t_p, t_e, t_a, t_c \) and \(-\eta_0\), the cardinality of the search space becomes \( N_0^5 \); however, many of these combinations are infeasible due to constraints on the values of timing parameters such as \( t_p < t_e < t_e + t_a < t_c \). Also, for example, typical values of \( \frac{t_c}{T_0} \) for various voice types are not less than 35%; the ratio \( \frac{t_p}{t_c} \) lies between 0.5 and 0.7 for various voice types (Childers, 2000). Considering all these constraints, we decide to choose the following ranges of the timing parameters - \( 0 \leq \eta_0 \leq N_0 - 1 \), \( 0.25 \leq \frac{t_c}{N_0 T_s} \leq 1 \), \( 0.45 \leq \frac{t_p}{t_c} \leq 0.75 \), \( t_p < t_e < t_c \), \( 0 \leq t_a \leq t_c - t_e \). Our choice of various timing parameters ensures that their typical values are well within the considered ranges for optimization.

3.2. Jitter case

Based on the discussion above, it is clear that, under the assumption of no jitter, the proposed optimization method can be applied to the observed signal of any duration; no pitch-synchronous analysis is required. In the presence of jitter, the objective function of eqn. (5) can be directly minimized to obtain the estimate of the GOIs \( \{\eta_k\} \) in addition to \( t_p, t_e, t_a, t_c, \{\alpha_k\}, \) and \( \{a_p\} \). Instead of searching GOIs \( \{\eta_k\} \) directly, one approach is to search over the variation of the pitch period \( (\delta N_k) \) from some average pitch period. As \( \eta_{k+1} - \eta_k \neq \text{constant}, \forall k \), let us assume that the pitch period \( (N_0) \) estimated from the given signal segment is close to the average of \( K + 1 \) pitch periods in the signal segment, i.e. each of the \( K + 1 \) pitch periods in the observed speech segment is within the interval \( [N_0(1 - Q), N_0(1 + Q)] \), where \( N_0Q \) is a small fraction of \( N_0 \). Then, to estimate
the GOIs \( \{\eta_k\} \), we can search over the deviation 
\(-\lfloor N_0 Q \rfloor \leq \delta N_k \leq \lceil N_0 Q \rceil \) of the \( k \)th pitch period from the average pitch period \( N_0 \) instead of searching 
over \( \{\eta_k\} \) directly. Choosing \( Q=0.2 \) covers the range of jitter for various voice 
types (Childers, 2000). Even with such alternative optimization variables, the 
search complexity become \( O(N_0^{K+6}Q^{K+1}) \) when we need to optimize eqn. (5) 
in the presence of both shimmer and jitter. For example, for a signal segment 
of 160 samples (i.e., 20 msec for \( F_s=8\text{kHz} \)) and \( N_0=40, K \approx 4 \) and therefore, 
\( N_0^{K+6}Q^{K+1} \approx 3.4 \times 10^{15} \). One plausible approach to circumvent this large search 
complexity issue is to decrease the duration of the speech signal segment so that 
\( K \) is less. It is also clear that the effect of jitter on the optimization problem 
reduces as we reduce the signal segment duration for analysis. To remove the 
effect of jitter, ideally, the signal segment between two consecutive GOIs should 
be used because it is completely free from jitter; but the detection of GOIs is less 
accurate compared to GCI detection (Drugman & Dutoit, 2009), which can lead 
to poor estimates of glottal parameters. Hence, for consistency across various 
voice types and vowels, we restrict the duration of the signal segment for analysis 
between two consecutive GCIs for analysis. The pitch period is estimated by 
taking the difference between corresponding GCIs. Hence, in the presence of 
jitter, a pre-processing stage for GCI detection is required before the observed 
signal can be fed into the proposed optimization; note that this pre-processing 
is not required when we consider only the effect of shimmer. Also note that by 
restricting the duration of the signal segment under analysis, only the effect of 
jitter is minimized; the effect of shimmer is handled inside the optimization cost

\[ \lfloor x \rfloor \text{ is the largest integer smaller than } x \text{ and } \lceil x \rceil \text{ is the smaller integer greater than } x. \]
4. Experiments and Results

We evaluated the proposed optimization method on both synthetic and real speech. The sampling frequency of the signals considered was $F_s=8\text{kHz}$. Five different vowels were used in our experiments- /ʌ/, /a/, /æ/, /U/ and /I/. In the case of synthetic speech, the true values of the source and the filter parameters are known, and hence, the estimated parameters can be compared against them and, thus, the effectiveness of the proposed optimization can be judged. In the case of real speech, the true values of the parameters are not known; hence, we have used open quotient (OQ) values based on concurrently obtained electroglottograph (EGG) signals for evaluation.

We assume that the observed signal suffers from both shimmer and jitter, in general. Thus, as discussed in section 3, detection of GCI is a necessary step before the optimization is deployed. We first discuss our approach for GCI detection.

4.1. GCI detection

For GCI detection, we use the linear-prediction (LP) residual signal $e[n]$ obtained from the observed speech signal, $x[n]$, $0 \leq n \leq N-1$. At first, $x[n]$ is pre-emphasized and from the pre-emphasized signal, LP coefficients are calculated using standard autocorrelation analysis (Markel & Gray, 1976). The estimated LP filter is then used to perform inverse filtering of $x[n]$ and, thus, $e[n]$ is obtained. As an illustrative example, $x[n]$ and the corresponding $e[n]$ are shown in Fig. 2 (a) and (b) respectively. An estimate of the pitch period ($\hat{N}_0$) is obtained from $e[n]$ using an approach outlined in (Shimamura & Kobayashi, 2001).
We design a count sequence $c[n]$ of length $N$, which is initially set to zero. For every segment of $e[n]$ of length $\hat{N}_0$, let the maximum of the $|e[n]|$, $k \leq n \leq k + \hat{N}_0 - 1$ occurs\(^4\) at $m_k$; then, $c[m_k]$ is incremented by one. This is performed for $1 \leq k \leq N - \hat{N}_0 + 1$. This yields the final count signal $c[n]$ illustrated in Fig. 2 (c). Note that the count is high only at the places where GCI occurs. The locations

---

\(^4\)The absolute value of $e[n]$ is taken before selecting the maximum value because the signal polarity might be different for different speech signals (Saratxaga et al., 2009).
of the top \( \left\lfloor \frac{N}{N_0} \right\rfloor \) values from \( c[n] \) are selected and declared to be the estimates of GCI for the observed signal segment.

After the GCIs are detected, a GCI \( c_k \) is randomly chosen and the signal segment between the randomly chosen GCI \( (c_k) \) and the next GCI \( (c_{k+1}) \) is used for optimizing the source and filter parameters. \( c_{k+1} - c_k \) is used as the prior estimate of \( N_0 \) in the optimization process.

4.2. Results for synthetic speech

We synthetically generated five vowels (/æ/, /a/, /æ/, /U/, and /I/) using the source-filter theory model of speech production for different voice types (Childers, 2000), namely, Modal, Vocal fry, Breathy, Falsetto, Harsh. By varying the filter parameters (corresponding to different vowels) and source parameters (corresponding to different voice types), we would like to evaluate the performance of the proposed source-filter optimization across various source and filter types. The formant frequencies and the bandwidths of /æ/, /a/, /æ/, /U/, and /I/ are taken from (Flanagan, 1965), which are listed in Table 1. The glottal flow derivative parameters for different voice types were simulated following (Childers, 2000) (Table A7.3, p 315).

For a specific vowel and voice type combination, 100 different realizations of vowel sounds were generated by randomly choosing \( t_p, t_e, t_a, t_c \) within a range of 2% around the ideal values given in (Childers, 2000) (also listed in Table 2). The SNR of the glottal derivative waveform SNR\(_g\) is simulated using values given in (Childers, 2000). The amplitude of the glottal flow derivative in each pitch cycle is chosen randomly to be between 1 and 1.5; thus, the shimmer in the synthetic vowel is simulated. Note that the amplitudes are randomly determined and hence need not be smoothly varying from one pitch cycle to the next. Similarly the jit-
Formants ($F_i$) and bandwidths ($B_i$)

<table>
<thead>
<tr>
<th>Vowels</th>
<th>$F_1$</th>
<th>$B_1$</th>
<th>$F_2$</th>
<th>$B_2$</th>
<th>$F_3$</th>
<th>$B_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>/æ/</td>
<td>700</td>
<td>56</td>
<td>1400</td>
<td>52</td>
<td>2500</td>
<td>105</td>
</tr>
<tr>
<td>/a/</td>
<td>800</td>
<td>60</td>
<td>1200</td>
<td>50</td>
<td>2600</td>
<td>105</td>
</tr>
<tr>
<td>/œ/</td>
<td>720</td>
<td>65</td>
<td>1800</td>
<td>90</td>
<td>2500</td>
<td>155</td>
</tr>
<tr>
<td>/U/</td>
<td>520</td>
<td>50</td>
<td>1200</td>
<td>60</td>
<td>2300</td>
<td>90</td>
</tr>
<tr>
<td>/I/</td>
<td>470</td>
<td>42</td>
<td>2100</td>
<td>70</td>
<td>2800</td>
<td>143</td>
</tr>
</tbody>
</table>

Table 1: Formant frequencies and bandwidths (in Hz) to synthetically generate five vowels /æ/, /a/, /œ/, /U/, and /I/.

The pitch period is simulated by varying the pitch period randomly from one cycle to the next according to jitter values given in (Childers, 2000); thus, the pitch period from one cycle to the next need not be assumed to be smoothly changing either. It is important to note that the synthetic vowels with shimmer and jitter are completely artificial; the purpose of these experiments is to examine the performance of the proposed optimization under hypothetically extreme shimmer and jitter conditions. LF parameter and noise model parameter values used in synthesizing the glottal source signal are listed in Table 2. The average fundamental frequency for all simulations was chosen to be 108Hz. 108Hz corresponds to a typical male voice.

For each realization of the synthesized vowels (0.8 sec long), a 20 msec segment was randomly selected for estimating source and filter parameters using the proposed optimization approach. At first this 20 msec segment is passed through the GCI detection module and only the signal segment between two consecutive GCIs is deployed for the optimization. Fig. 3 illustrates the original glottal flow.
Table 2: Various LF parameter values to synthesize glottal waveforms.

<table>
<thead>
<tr>
<th>Voice</th>
<th>$t_p$ (%)</th>
<th>$t_c$ (%)</th>
<th>$t_a$ (%)</th>
<th>$t_c$ (%)</th>
<th>Jitter (%)</th>
<th>SNR$_g$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modal</td>
<td>41.0</td>
<td>55.0</td>
<td>0.9</td>
<td>58.0</td>
<td>2.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Vocal Fry</td>
<td>48.0</td>
<td>59.0</td>
<td>2.7</td>
<td>72.0</td>
<td>10.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Breathy</td>
<td>46.0</td>
<td>66.0</td>
<td>2.7</td>
<td>77.0</td>
<td>5.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Falsetto</td>
<td>50.0</td>
<td>80.0</td>
<td>8.0</td>
<td>100.0</td>
<td>2.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Harsh</td>
<td>25.0</td>
<td>30.0</td>
<td>1.0</td>
<td>50.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

The left column in Fig. 3 plots the signal segment used for optimization; the column on the right shows the glottal flow derivative obtained using estimated glottal parameters overlaid on the original glottal flow derivative signal. From the chosen signal segments in Fig. 3, it appears that the estimated glottal flow derivative in the case of Breathy /æ/ and Falsetto /U/ are worse compared to the ones in the case of /æ/, /a/, and /I/. In general, however, the estimated glottal flow derivatives follow the original ones for all the cases presented in Fig. 3.

For a more systematic and comprehensive evaluation, following (Fu & Murphy, 2006), we report the absolute percentage error of the estimated parameters over 100 realizations for each vowel and voice type combination. Thus we report the results for the estimated $t_p$, $t_c$, $t_a$, $t_c$ and the estimated amplitudes $\alpha_0$ and $\alpha_1$ of the glottal flow derivative in two cycles appearing in the observed signal segment between two GCIs. For each parameter $\theta$ and its estimate $\hat{\theta}$, the absolute percentage error $\delta_r$ is computed as follows:
Figure 3: Illustration of the glottal flow derivative computed using estimated glottal parameters for different vowels and voice types: (a) Modal /a/, (b) Vocal Fry /a/, (c) Breathy /æ/, (d) Falsetto /U/ and (e) Harsh /I/. The original glottal flow derivatives are plotted in dash-dotted line and the estimated ones are plotted in solid lines.

\[
\delta_r = \frac{|\hat{\theta} - \theta|}{\theta} \times 100\%
\]  

The mean and standard deviations of \(\delta_r\) over 100 realizations are reported for
different voice types in Tables 3-7.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Mean (SD) $\delta_r$ (Modal)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_p$</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>3.85(2.65)</td>
</tr>
<tr>
<td>/æ/</td>
<td>3.64(2.56)</td>
</tr>
<tr>
<td>/ʊ/</td>
<td>4.66(2.50)</td>
</tr>
<tr>
<td>/u/</td>
<td>3.80(2.27)</td>
</tr>
<tr>
<td>/ɪ/</td>
<td>3.80(2.32)</td>
</tr>
<tr>
<td>Model Error</td>
<td>1.02(0.47)</td>
</tr>
</tbody>
</table>

Table 3: Absolute percentage error of the estimated glottal parameters for Modal speech.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Mean (SD) $\delta_r$ (Vocal Fry)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_p$</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>3.82(3.51)</td>
</tr>
<tr>
<td>/æ/</td>
<td>4.44(3.36)</td>
</tr>
<tr>
<td>/ʊ/</td>
<td>3.59(2.48)</td>
</tr>
<tr>
<td>/u/</td>
<td>5.54(4.18)</td>
</tr>
<tr>
<td>/ɪ/</td>
<td>4.61(3.42)</td>
</tr>
<tr>
<td>Model Error</td>
<td>0.89(0.29)</td>
</tr>
</tbody>
</table>

Table 4: Absolute percentage error of the estimated glottal parameters for Vocal Fry speech.

The last row in each table demonstrates the least possible error because of finite grid search for the timing parameters. We call this Model error. For computing the Model error, the discrete-time points (integer multiples of $T_s$) closest
<table>
<thead>
<tr>
<th>Vowel</th>
<th>Mean (SD) $\delta_r$ (Breathy)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_p$</td>
<td>$t_e$</td>
<td>$t_a$</td>
<td>$t_c$</td>
<td>$\alpha_0$</td>
<td>$\alpha_1$</td>
</tr>
<tr>
<td>/A/</td>
<td>2.69 (2.05)</td>
<td>2.67 (1.90)</td>
<td>38.71 (52.50)</td>
<td>7.48 (9.82)</td>
<td>6.54 (4.98)</td>
<td>5.98 (4.30)</td>
</tr>
<tr>
<td>/a/</td>
<td>3.44 (2.64)</td>
<td>3.66 (2.99)</td>
<td>37.26 (56.30)</td>
<td>9.40 (10.97)</td>
<td>7.80 (7.68)</td>
<td>7.93 (7.60)</td>
</tr>
<tr>
<td>/æ/</td>
<td>2.32 (1.87)</td>
<td>2.00 (1.41)</td>
<td>43.33 (37.90)</td>
<td>4.17 (4.25)</td>
<td>30.39 (21.50)</td>
<td>17.80 (14.53)</td>
</tr>
<tr>
<td>/U/</td>
<td>3.59 (2.18)</td>
<td>3.47 (2.19)</td>
<td>34.31 (54.45)</td>
<td>8.72 (10.32)</td>
<td>8.49 (8.35)</td>
<td>7.99 (6.43)</td>
</tr>
<tr>
<td>/I/</td>
<td>2.85 (2.08)</td>
<td>2.70 (1.77)</td>
<td>28.30 (36.65)</td>
<td>6.75 (8.63)</td>
<td>7.25 (6.29)</td>
<td>8.25 (6.72)</td>
</tr>
<tr>
<td></td>
<td>0.51 (0.30)</td>
<td>0.49 (0.31)</td>
<td>0.51 (0.30)</td>
<td>0.48 (0.27)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Absolute percentage error of the estimated glottal parameters for Breathy speech.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Mean (SD) $\delta_r$ (Falsetto)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_p$</td>
<td>$t_e$</td>
<td>$t_a$</td>
<td>$t_c$</td>
<td>$\alpha_0$</td>
<td>$\alpha_1$</td>
</tr>
<tr>
<td>/A/</td>
<td>2.16 (1.22)</td>
<td>1.37 (1.30)</td>
<td>15.43 (14.71)</td>
<td>1.27 (1.43)</td>
<td>35.72 (19.52)</td>
<td>35.89 (19.64)</td>
</tr>
<tr>
<td>/a/</td>
<td>2.28 (1.07)</td>
<td>1.86 (1.41)</td>
<td>14.04 (16.46)</td>
<td>1.28 (0.96)</td>
<td>34.73 (18.23)</td>
<td>34.74 (18.17)</td>
</tr>
<tr>
<td>/æ/</td>
<td>2.39 (1.40)</td>
<td>1.24 (1.04)</td>
<td>27.54 (20.49)</td>
<td>2.83 (2.77)</td>
<td>37.23 (21.00)</td>
<td>37.87 (20.68)</td>
</tr>
<tr>
<td>/U/</td>
<td>2.16 (1.19)</td>
<td>1.47 (1.00)</td>
<td>13.37 (14.99)</td>
<td>1.42 (1.54)</td>
<td>30.89 (19.52)</td>
<td>30.71 (19.06)</td>
</tr>
<tr>
<td>/I/</td>
<td>2.43 (1.43)</td>
<td>1.92 (1.70)</td>
<td>17.04 (19.63)</td>
<td>1.95 (2.67)</td>
<td>53.71 (22.38)</td>
<td>53.87 (21.89)</td>
</tr>
<tr>
<td></td>
<td>0.52 (0.29)</td>
<td>0.43 (0.23)</td>
<td>1.34 (0.58)</td>
<td>0.35 (0.19)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Absolute percentage error of the estimated glottal parameters for Falsetto speech.

to the timing parameters are chosen as an estimate of the respective parameters. There is no such bound for error in the case of $\alpha_0$ and $\alpha_1$. It is clear from Tables 3-7 that the Model error is close to zero for all of the timing parameters except for $t_a$ in the case of Modal and Harsh voice types. This is because the $t_a$ for these voice types are smaller than the resolution ($T_s$) of the search grid for the timing
Table 7: Absolute percentage error of the estimated glottal parameters for Harsh speech.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Mean (SD) $\delta_r$ (Harsh)</th>
<th>$t_p$</th>
<th>$t_e$</th>
<th>$t_a$</th>
<th>$t_c$</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ʌ/</td>
<td>37.45(40.19)</td>
<td>30.55(33.29)</td>
<td>69.33(61.87)</td>
<td>20.94(29.09)</td>
<td>16.56(10.32)</td>
<td>12.84(7.68)</td>
<td></td>
</tr>
<tr>
<td>/a/</td>
<td>31.26(31.05)</td>
<td>24.85(25.40)</td>
<td>78.75(80.95)</td>
<td>14.84(24.08)</td>
<td>16.31(11.71)</td>
<td>12.13(6.54)</td>
<td></td>
</tr>
<tr>
<td>/æ/</td>
<td>29.49(31.05)</td>
<td>23.03(25.15)</td>
<td>192.15(146.66)</td>
<td>13.60(20.10)</td>
<td>21.70(17.70)</td>
<td>11.69(8.65)</td>
<td></td>
</tr>
<tr>
<td>/U/</td>
<td>34.43(37.50)</td>
<td>27.56(31.05)</td>
<td>75.72(88.74)</td>
<td>14.41(23.96)</td>
<td>23.52(24.67)</td>
<td>12.60(6.91)</td>
<td></td>
</tr>
<tr>
<td>/I/</td>
<td>40.35(46.89)</td>
<td>31.99(38.42)</td>
<td>69.04(72.78)</td>
<td>20.63(31.50)</td>
<td>15.72(8.80)</td>
<td>14.16(7.74)</td>
<td></td>
</tr>
<tr>
<td>Model Error</td>
<td>2.20(0.29)</td>
<td>0.93(0.56)</td>
<td>35.12(0.77)</td>
<td>0.51(0.30)</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

parameters. Low Model error demonstrates that such a finite grid search method can yield estimated timing parameters very close to the true ones under most of the voice types.

From Tables 3-7, it appears that the estimation error is higher for $t_a$ than other parameters. This is mainly because $t_a$ is of the order of the resolution $T_s$ of our search grid. Also, it is clear that the estimation errors for the Harsh voice type are higher, in general, compared to those for other voice types. This is because SNR$_g$ is assumed to be 10dB for Harsh voice types, while SNR$_g$ is 40, 20, 20, and 50 for Modal, Vocal Fry, Breathy, and Falsetto voice types, respectively (Childers, 2000). The jitter values (%) are 2, 10, 5, 2, 10 for Modal, Vocal Fry, Breathy, Falsetto, and Harsh voice types, respectively. The error of $t_c$ for different voice types shows a trend similar to their relative jitter values. For example, $\delta_r$ for $t_c$ is greater in the case of Vocal Fry and Harsh voice types compared to other voice types.

We have also performed experiments with an average fundamental frequency
of 201Hz, corresponding to a female voice. On average, absolute percentage errors in the estimates of the timing parameters, $\alpha_0$ and $\alpha_1$ in the case of the female voice, remain similar to those of male voice. For example, the absolute percentage errors for various parameters for the Modal voice type are, on average, absolute 2-3% more in the case of higher pitch while the absolute percentage errors for the Harsh voice type are, on average, absolute 4-5% less in the case of higher pitch.

4.3. Results for natural speech

We have used sustained vowel samples spoken by male and female speakers from the CD available with Childer’s book (Childers, 2000). Fig. 4 illustrates the estimates of the glottal flow derivatives when a 30 msec long speech segment is used for optimization corresponding to five vowels /æ/, /a/, /æ/, /U/ and /I/ spoken by randomly chosen five male and five female speakers. The speech segment is taken from a sustained portion of the vowel. A 30 msec segment is chosen only for visual illustration. The glottal flow derivatives in Fig. 4 are estimated assuming there is no jitter in the speech segments, i.e. eqn. (6) is solved directly using 30 msec long speech segment and no GCI is detected. This visually demonstrates that when there is no jitter or the effect of jitter is minimal, the optimization problem of eqn. (6) can be directly solved in a non pitch-synchronous fashion.

For a quantitative evaluation, we randomly select three male and female speakers. For each speaker, five vowel utterances corresponding to /æ/, /a/, /æ/, /U/, and /I/ are used for the experiments. Since the actual glottal flow derivative parameters for natural speech are not known, we follow an evaluation strategy similar to that outlined in (Fu & Murphy, 2006; Frohlich et al., 2001). Open quotients ($OQ_{\text{EGG}}$) estimated from the EGG signal, also available in the CD (Childers, 2000), are used as reference for our evaluation. The $OQ_{\text{EGG}}$ is estimated fol-
Figure 4: The natural speech segments and the corresponding estimated glottal flow derivatives for five vowels /ʌ/, /æ/, /æ/, /U/, and /I/ spoken by five male speakers (a)-(e) and five female speakers (f)-(j).

Following (Krishnamurthy & Childers, 1986), in which GOI and GCI are detected from the peaks of the differentiated EGG signal and \( \text{OQ}_{\text{EGG}} \) is obtained by taking the ratio of the duration between GCI and GOI and the duration between two consecutive GOIs.
For each speaker and vowel combination, a similar analysis is performed as for the synthetic vowel case - a randomly chosen 30 msec speech segment is first passed through the GCI detection module and only the signal segment between two GCIs is used for optimization. Since the order of the filter is not known in the case of real speech, $P$ is kept fixed at 8 in the optimization for all vowels, assuming four formants appear in the range of 0-4kHz and that each formant is modeled by 2 filter coefficients. After the glottal parameters are estimated, $\hat{e}_{N0T_s}$ is used as the estimate of the open quotient (OQ). Table 8 shows the mean and standard deviation of the absolute percentage error of the estimated OQ for the three chosen female speakers. For comparison, we also provide the absolute percentage error of the estimated OQ using iterative adaptive inverse filtering (IAIF) proposed by Alku (Alku, 1992). IAIF is performed using APARAT software (Airas, 2008).

| Vowel | Mean (SD) $\delta_r$ (Real Speech) | | | | | |
|-------|-------------------------------------|----|----|----|----|
|       | Proposed Optimization | | | | | | APARAT |
|       | F03 | F14 | F26 | F03 | F14 | F26 |
| /ʌ/   | 29.62(10.88) | 17.49(15.35) | 22.73(21.77) | 57.40(76.54) | 111.32(125.93) | 58.60(69.46) |
| /α/   | 26.52(3.95) | 23.65(27.46) | 19.33(10.40) | 13.79(4.38) | 76.38(4.79) | 28.15(3.45) |
| /æ/   | 20.12(12.09) | 8.80(6.62) | 11.82(12.34) | 24.97(8.43) | 57.90(9.16) | 27.51(9.39) |
| /U/   | 10.47(2.77) | 1.18(1.39) | 15.28(3.11) | 7.66(2.69) | 50.01(6.30) | 22.49(9.09) |
| /I/   | 13.47(20.28) | 4.00(5.81) | 21.03(10.81) | 3.05(3.32) | 55.71(20.97) | 27.73(6.26) |

Table 8: Absolute percentage error of the estimated open quotient by the proposed optimization and APARAT (Airas, 2008) for real speech by three female speakers (F03, F14, F26).

Similar results in the case of three male speakers are shown in Table 9. From Tables 8 and 9, it can be seen that the mean $\delta_r$ obtained by the proposed optimi-
tion is smaller for most of the cases compared to those obtained by APARAT.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Proposed Optimization</th>
<th>APARAT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD) δ_r (Real Speech)</td>
<td></td>
</tr>
<tr>
<td>/ʌ/</td>
<td>24.16(5.20) 31.39(17.59) 16.56(4.18)</td>
<td>146.83(119.80) 42.07(93.19) 121.99(119.99)</td>
</tr>
<tr>
<td>/a/</td>
<td>24.35(5.36) 34.14(14.13) 42.82(28.94)</td>
<td>60.09(70.89) 57.21(4.62) 46.62(2.55)</td>
</tr>
<tr>
<td>/æ/</td>
<td>60.82(22.81) 27.38(12.77) 76.50(3.09)</td>
<td>88.48(57.46) 48.99(7.18) 63.28(27.90)</td>
</tr>
<tr>
<td>/U/</td>
<td>33.77(28.52) 59.54(31.39) 17.16(1.98)</td>
<td>47.48(11.55) 20.04(16.22) 54.24(5.23)</td>
</tr>
<tr>
<td>/I/</td>
<td>45.45(0.90) 56.49(6.60) 18.72(21.87)</td>
<td>45.45(1.21) 27.18(7.17) 55.22(12.96)</td>
</tr>
</tbody>
</table>

Table 9: Absolute percentage error of the estimated open quotient by the proposed optimization and Aparat (Airas, 2008) for real speech by three male speakers (M01, M10, M21).

We compute the correlation between jitter values of an utterance and the δ_r of the estimated OQ to analyze if there is any trend in the quality of estimate for different jitter values. Jitters are computed from the GCI estimated from the observed speech segment used for optimization. Average jitter values for each vowel across all speakers (separately for male and female) are shown in Table 10. Also the correlation coefficients in those respective cases are reported. If the proposed optimization performed poorly in the case of high jitter values, it would result in high positive correlation coefficients. However, most of the correlation coefficients are small, and hence, the values indicate that there is no significant trend between jitter and δ_r obtained by the proposed optimization.

However, as mentioned in (Fu & Murphy, 2006), there could be measurement errors in EGG. For example, there are various factors that influence the quality of the EGG signal such as electrode placement, skin-electrode resistance, poor
Correlation between jitter and $\delta_r$.

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>/a/</td>
<td>9.19</td>
<td>-0.20</td>
</tr>
<tr>
<td>/a/</td>
<td>1.89</td>
<td>-0.17</td>
</tr>
<tr>
<td>/æ/</td>
<td>2.74</td>
<td>-0.30</td>
</tr>
<tr>
<td>/U/</td>
<td>5.69</td>
<td>-0.22</td>
</tr>
<tr>
<td>/I/</td>
<td>3.31</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Table 10: Average jitter values across all speakers for each vowel and the correlation between the jitter values (obtained from the estimated GCI) and $\delta_r$ obtained by the proposed optimization separately for male and female subjects.

Conductivity due to fat tissue, head movement etc. (Baken & Orlikoff, 1999) and hence, the $OQ_{EGG}$ might not reflect the true value of $OQ$. In that respect, the performance of the proposed optimization should be judged based on results obtained for the synthetic speech.

5. Conclusions

We proposed a joint source-filter optimization for glottal source estimation which is robust to shimmer and jitter. The proposed optimization is based on the source-filter theory of speech production, wherein the LF model is used for the glottal source and an all-pole model is used for the vocal tract filter; being a joint optimization, it captures the source-filter interaction under the considered cost function for estimating source and vocal tract filter parameters. A key feature of the proposed optimization is that the variability in the speech due to variation
in the source signal, such as due to shimmer and jitter, is considered within the optimization framework. The variation in the amplitude of the glottal flow derivative (shimmer) is estimated by properly designing the optimization cost function; the variation in the pitch period from one pitch cycle to the next (jitter) is handled by selecting a signal segment of appropriate length so that the effect of jitter is minimal.

Experimental evaluation of the proposed optimization method using both synthetic and natural speech for different vowels and voice types indicates its robustness, particularly to shimmer and jitter. For example, the absolute percentage errors in the case of the Modal and Vocal Fry speech are similar for most of the glottal parameters although Modal speech suffers from 2% jitter while Vocal Fry speech suffers from 10% jitter. Similarly, under a maximum shimmer of 50% for synthetic speech, the average absolute percentage error in estimated amplitudes of glottal flow derivative is about 20% for various voice types and vowels.

In the proposed optimization framework, the time-parameters of the LF model are estimated using a combinatorial search over a feasible range of values. One limitation of such a grid search is that it cannot estimate the actual real valued glottal timing parameters exactly. Although the accuracy obtained by such a grid search approach could be useful depending on the application under consideration, a better optimization problem needs to be designed where the optimization variables corresponding to the glottal timing parameters are real valued. However, the trade-off between the complexity of the optimization and the accuracy of the estimates need to be addressed.
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